For the CAN-connectable Mobileye driver assistant system ST Microelectronics (France) has announced the third generation of an SoC processor. The vision-based driver assistant system developed by Mobileye (Israel) provides a redundant interface for the CAN in-vehicle networks.

The EyeQ3 and EyeQ3-Lite will be the first members of a third-generation family in the co-operation, which began in 2005 between ST and Mobileye. The EyeQ1, the first generation of the processor, is now in production at several car makers and offers market-leading functions to drastically reduce the number of accidents, including lane-departure warning (LDW), adaptive-headlight control (AHC), traffic-sign recognition (TSR), collision avoidance via radar-camera fusion, and forward collision warning (FCW).

For the award-winning second generation, ST and Mobileye increased the single-chip processing power of the EyeQ2 by six-fold over the EyeQ1, enabling the vision processor to take the active-safety concept to a new level, in recognition that pedestrians are the most vulnerable road users. In the USA alone, NHTSA (National Highway Traffic Safety Administration) reports that 4000 fatalities and 60,000 injuries from road accidents involve vehicles colliding with either pedestrians or cyclists. Therefore, in addition to integrating extra Mobileye radar-vision fusion-based functions on top of those offered in the previous generation, the EyeQ2 features ‘pedestrian detection’ and an option for the car manufacturer to enable fully automatic emergency braking, particularly for use in urban environments. The EyeQ2 has recently entered into production in the new Volvo S60 sedan-car series with additional launches of EyeQ2-based systems expected in the coming months from several carmakers.

For the EyeQ3, the two companies are co-developing an evolution of the processor architecture for next-generation advanced active-safety products. Once again, the silicon will be six times more powerful than its predecessor to meet demands for increased resolution to distinguish objects even better than before, in addition to the increasing drive for extra functionality. Design of the EyeQ3 is already underway and stress-test qualification, according to AEC-Q100, is planned within 2013. Already, Mobileye and ST have gained a couple of design wins for the EyeQ3 from global OEMs, for a full range of functions. Production is expected to start in 2014.

“To sustain the rapid growth of driving-assistance systems, and camera-based aids in particular, the market needs stronger computing platforms, and at lower cost, that are capable of handling the increasing demands for customer functions going from alert to mitigation to full braking,” said Prof. Amnon Shashua, the Sachs professor of computer science at the Hebrew University of Jerusalem and Mobileye’s co-founder and chairman. “The EyeQ3 will be the critical engine for this market as it evolves toward accident-free and autonomous driving.”

“The detection capabilities of the EyeQ3, even in difficult environmental conditions, allow for both notification and for crash mitigation, helping get consumers a step closer to eliminating accidents from our roads,” said Marco Monti, Group Vice President and General Manager, ST’s Automotive Electronics Division. “By combining ST’s automotive design and manufacturing expertise with Mobileye’s strength in video-based driver-assistance systems, we are providing an optimal and automotive-market-proven solution for future innovative and cost-competitive car-safety applications.”

The significantly increased processing power of the EyeQ3 will enable it to run an unprecedented bundle of front-camera and surround-camera based features simultaneously, including:

- Lane departure warning and lane keeping support
- Traffic-sign recognition
- Enhanced headlamp management
- Vehicle detection for forward collision warning
- Headway monitoring and warning
- Radar-vision fusion abilities
- Full-speed-range vision-only adaptive cruise-control system
- Vision-only collision mitigation (via braking at low speeds)
- Pedestrian detection: On forward-looking and, rear-view cameras, working in combination with all other front-camera applications
- General object detection.

The EyeQ3 will accept multiple camera inputs from surround-view-systems, which will also incorporate the full scope of functions to create a safety ‘cocoon’ around the vehicle. The EyeQ3 processor will feature four multi-threaded MIPS32 cores, coupled with four cores of the new generation of Mobileye’s innovative vector microcode processors (VMP), which together offer the optimal balance of control and data processing in an architecture tailored for vision processing. In addition to the EyeQ3, it is planned to launch the EyeQ3 ‘lite’ processor. It will share a subset of the EyeQ3’s core architecture, enabling a reduced bundle of functions. (hz)
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Car drivers must be able to react quickly to hazards on the road at all times. And a simple fraction of a second can decide the difference between life and death. According to the German Road Safety Council e.V. (DVR), one in four highway traffic fatalities is the result of momentary driver drowsiness. Researchers at the Fraunhofer Institute for Digital Media Technology IDMT in Ilmenau, Germany, have developed an assistant system that tracks a driver's eye movements and issues a warning before the driver has an opportunity to nod off to sleep.

The Eyetracker can be installed in any model of car. There is no need for a complicated calibration of the cameras to the various facial features of different drivers.

There is also another benefit: The system does not require a PC or a laptop. “What we have developed is a small modular system with its own hardware and programs on board, so that the line of vision is computed directly within the camera itself. Since the Eyetracker is fitted with at least two cameras that record images stereoscopically – meaning in three dimensions – the system can easily identify the spatial position of the pupil and the line of vision,” according to Prof. Husar of the IDMT. The information is fed out through and stored via a standard interface such as CAN or USB. This way, the Eyetracker can be connected directly to the car’s trip computer.

If the camera modules detect that the eye is closed for longer than a user-defined interval, it sounds an alarm. When used as a driver-assistance system, there can be four or even six cameras keeping watch over the driver’s eyes. The cameras evaluate up to 200 images per second to identify the line of vision, even when a driver’s head moves to the left or right. Yet the Eyetracker is only roughly half the size of a matchbox and practically undetected when mounted behind the sun visor and in the dashboard. The tiny lenses are just three to four millimeters in diameter. There are a host of applications for the Eyetracker. In medicine, the camera system can assist with eye operations by registering a patient’s every eye movement. With this technique, players of computer games can also look around themselves, without requiring a joystick to change their viewing direction. It is also a valuable tool for marketing and advertising researchers with an interest in determining which parts of a poster or advertising spot receive longer attention from their viewers.
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